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ABSTRACT
IMPACT OF LUMINANCE AND SPATIAL PARAMETERS ON THE GENERATION
OF THE HUMAN PATTERN ELECTRORETINOGRAM
Kate Godwin
June 22, 2015

The current project assessed some of the key hypotheses behind the generation of
the pattern electroretinogram (PERG) response. The first of these hypotheses states that
the PERG response is the result of linear cancellation of simultaneous increment and
decrement retinal responses, as generated by the retinal ON- and OFF-pathways. To test
this theory, Experiment 1 evaluated the possibility of simulating the PERG by summing
the ERG responses elicited by increment and decrement flashes. Results from this
experiment showed that it was indeed possible to simulate the PERG from these flash
responses, but that a single set of modeling parameters was only sufficient for simulating
the steady-state PERG response.

The second hypothesis evaluated a theory that the retinal ganglion cells (RGCs)
which generate the PERG response should be sensitive to spatial scaling of the PERG
stimulus, and that an optimal spatial stimulus can be constructed based on the density of
RGCs as a function of eccentricity. Experiment 2 assessed the validity of this claim by
comparing the spatial tuning seen from uniform checkerboard stimuli to gratings that
were spatially scaled to mimic the continuous change RGC receptive field size. Although

spatial tuning was found in response to uniform checkerboard stimuli, it was not found in

v



response to scaled grating stimuli. It appeared that luminance-based components of the
PERG response may be driving the spatial tuning observed based on which PERG
components showed this pattern.

Finally, the third experiment tested the validity of the results from Experiment 1
in a population of glaucoma patients. Both the N95 and steady-state amplitudes from
simulations could be modeled in both patients and age-similar controls. While the PERG
response and the simulated PERG both appear to track perimetric data, the sample size in
the present study is likely too small to address the predictive validity of the PERG
modeling as a tool for tracking disease progression. Based on the findings across these
three experiments, it is clear that the components which contribute to the generation of
the PERG are more complex than previously thought, and future studies will be required

to further elucidate these mechanisms.
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CHAPTER 1
INTRODUCTION
Overview of Retinal Physiology
When light enters the eye, it first traverses various layers of ocular media and then
falls on a layer of nerve tissue in the back of the eye known as the retina. The most distal
layer of the retina is the retinal pigment epithelium (RPE), which primarily serves to
supply nutrients to other retinal cells and absorb stray light that is not captured by the

outer segments of the photoreceptors. Following the RPE is the photoreceptor layer,
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Figure 1. Layers of the Retina. The retina is composed of numerous layers (listed on the
left side of the figure), with each nuclear layer consisting of cell bodies (listed on the right
side of the figure) and each plexiform layer consisting of connections between cells of the
surrounding nuclear layers. A further discussion of the processes that take place in each
layer is described in the text. Modified from http://webvision.med.utah.edu.



which contains the outer segments of the rods and cones. Beyond the photoreceptor layer
lies the five main layers (see Figure 1) which are as follows, in order from most distal to
most proximal: outer nuclear layer (ONL), outer plexiform layer (OPL), inner nuclear
layer (INL), inner plexiform layer (IPL), and retinal ganglion cell layer (RGCL). The
RGCL and each of the nuclear layers contain cell bodies, while each of the plexiform
layers serves as a connection site between cells in the surrounding layers. Axons of the
RGC bodies also form their own layer, known as the retinal nerve fiber layer (RNFL);
these axons exit the eye at the optic disk to relay visual information from the retina to the
cortex.

The path of a photon can serve to explain each of these layers’ cellular
composition and function. When a photon traverses the cornea and ocular media to reach
the retina, it must first travel to the most distal layer of the retina to the photoreceptors to
be encoded. Photoreceptor cell bodies inhabit the ONL, and can be divided into the
classes of rods and cones, which contain different types of photopigments. Rods are
sensitive to low levels of light (termed scotopic conditions) and cones are sensitive to
higher levels of light (termed photopic conditions). Regardless of the kind of
photopigment within a photoreceptor, transduction always occurs within the outer
segment given that this portion of the cell houses the 11-cis retinal chromophore, which
is bound to the photoreceptor’s opsin. When a photoreceptor absorbs a photon, the
conformation of the chromophore changes from 11-cis retinal to all-trans retinal, which
then separates from the opsin. Once separated, the opsin activates the protein transducin
whose alpha subunit, which is bound to GTP, dissociates itself and then activates

phosphodiesterase (PDE). At this point, PDE hydrolyzes cGMP, which leads to the



sodium channels closing. When these sodium channels close, the cell hyperpolarizes,
which results in a decrease in the amount of glutamate it releases.

Following the ONL is the OPL, where the primary connections being formed are
those between the photoreceptors and the bipolar cells (BCs), whose cell bodies are
housed in the INL. There are numerous kinds of BCs in this layer, but they can be
generally categorized into ON-center and OFF-center cells. In other words, BC receptive
fields exhibit a center/surround architecture with the center being either ON or OFF, and
the surround being the opposite. The functional distinction between these two groups is
defined by the manner in which they respond to the aforementioned decrease in
glutamate from the hyperpolarization of photoreceptors in response to photon capture.
Sign-inverting ON BCs depolarize in response, while sign-conserving OFF BCs
hyperpolarize instead. This signal is then transmitted to the amacrine and ganglion cells
through the connections formed in the IPL.

Amacrine and ganglion cell activity is the first source of any spiking activity in
the retina, as all cellular responses prior to this point in processing produce graded
potentials. While amacrine cells help to mediate retinal ganglion cell (RGC) activity and
do produce their own action potentials, the RGCs are responsible for the majority of the
spiking activity at the retinal level, which is sent onward via the optic nerve for
processing throughout different regions of the brain. Due to the nature of the BC signals
that act as input, as well as the pattern of connections between BCs and RGCs that take
place in the IPL, RGC receptive fields also typically exhibit a center/surround
architecture. Therefore, ON-center RGCs exhibit a high spiking rate in response to an

increase in light intensity, while OFF-center RGCs show a high spiking rate in response



to decrease in light intensity. Since both increments and decrements of light are encoded,
the retina is therefore able to signal any point of intensity change throughout the visual
scene, regardless of its polarity. These various signals from the RGCL are transferred via
the optic nerve, where they exit the retina and proceed toward higher levels of processing
in the brain.

Overview of the Electroretinogram (ERG)

The function of many of the aforementioned levels of retinal processing can be
non-invasively measured through the use of the electroretinogram (ERG). Although it is
recorded at the corneal level, the ERG reflects the gross potential of the retina in response
to a light stimulus (see Figure 2). Traditionally the ERG stimulus consists of a full-field
uniform flash of light, a stimulus that is now distinguished as the flash ERG. Varying the
intensity, duration, and polarity of this flash alters the characteristics of the response. The
standard light-adapted flash ERG (Marmor et al., 2009) uses brief square-wave flashes of
white light, which are to be a maximum of 5 ms in duration and 3.0 cd-s'm™ in intensity

and presented on a white 30 cd-m™ background. This produces a small negative potential

—>—>ERG
Figure 2. Schematic Representation of ERG
Current. The current flow that measured in the ERG
response is represented in blue. The (A) portion of that
current is that which is generated in response to the
transduction and encoding of light, and travels across
the retina. Because other portions of the eye are
conductive as well, the current also travels through the
center of the eye, out to the cornea, and then back to
8 the retina through the surrounding tissues (B). It is this
portion of the current that we measure, as the ERG is
recorded at the corneal level. From
http://webvision.med.utah.edu.




known as the a-wave, followed by a larger positive potential known as the b-wave. After
the b-wave comes a large negative potential known as the photopic negative response
PhNR), but this waveform component is not recognized by the current standards for this
paradigm. An example of the complete resulting waveform is shown in Figure 3A.

In addition to the standard flash paradigm, long-duration flash stimuli (Figure 3B)
act as an alternative stimulus option that allows additional waveform components to be
observed in the response (Pangeni, Lammer, Tornow, Horn, & Kremers, 2012;
Vukmanic, Godwin, Shi, Hughes, & DeMarco, 2014). This alternative employs stimulus

durations of approximately 150-250 ms (rather than 5 ms, as is used in the standard flash

b wave

~N
a wave \ N
J'l PhNR
5ms 100 ms T
Increment: Decrement:
b wave
d wave
d wave ~ &— bwave

N
\j\ P
750 ms 250 ms 750 ms

Figure 3. Flash ERG Stimulus Options. The standard brief flash stimulus (A) and
long-duration flash stimulus (B) are compared, along with their respective responses.
Note that the d-wave is only seen in response to long-duration decrements and cannot
be seen in the response to a brief flash. Modified from Vukmanic et al., 2014.



paradigm), providing the retina with sufficient time to recover from its initial response
over the course of the flash duration. Due to this recovery period, both b-waves and d-
waves can be observed in response to a single flash’s onset and offset, respectively. This
is in contrast to the standard brief-duration flash response in which the b-wave and the d-
wave are mixed due to lack of sufficient time for separation.
Origins of the a-wave

The first change in potential is the a-wave, which is a small negative potential
whose leading edge reflects the hyperpolarization initiated by photoreceptors (Hood &
Birch, 1995; Robson, Saszik, Ahmed, & Frishman, 2003). The latter portion of the a-
wave appears to be largely driven by hyperpolarizing second-order neurons, which was
most notably shown when cis-2,3-piperidine-dicarboxylic acid (PDA) was applied to the
macaque retina (Bush & Sieving, 1994). Upon application of PDA, which blocks
transmission from the photoreceptors to hyperpolarizing second-order neurons, the flash
ERG response no longer showed an a-wave in response to a flash of any luminance
within 1 log td above the photopic threshold. The effects of PDA continuously decreased
(indicated by an increase in a-wave amplitude) until about 4 log td, at which point the
effect was still present, but plateaued. Based on this trend, the authors presume the source
of the a-wave at higher intensities (particularly those >4 log td) to be hyperpolarization of
cones. Therefore, a combination of hyperpolarizing photoreceptors and second-order
neurons is understood to be the source of this component, with the degree of contribution

from each of the two cell classes varying with flash intensity.



Origins of the b-wave

The b-wave is the first positive potential seen in the flash ERG response, and is
largely shaped by a combination of ON (depolarizing) and OFF (hyperpolarizing) bipolar
cell responses. More specifically, depolarizing bipolar cells (DBCs) seem to provide the
main source of the positive potential, and hyperpolarizing bipolar cells (HBCs) decrease
the amplitude and duration of the b-wave, shaping the response. Evidence for this idea
was first seen in the non-human primate retina when 2-amino-4-phosphonobutyric acid
(APB), PDA, and kynurenic acid (KYN) were applied (Sieving, Murayama, &
Naarendorp, 1994). The application of APB, which diminishes the response of DBCs but
does not affect the response of HBCs, led to a severe decrease in b-wave amplitude, but
an increase in a-wave and d-wave amplitude. However, when PDA and KYN were
applied together to suppress responses from hyperpolarizing postreceptoral neurons
(including both HBCs and horizontal cells), the resulting response showed a sustained

positive plateau that lasted for the duration of the flash, making it difficult to identify

A. /d—wave B -

Control
CONTROL

APB
[ 50 uv PDA + KYN 125 W
I A S

I 200 ms flash

220 ms flash

Figure 4. Effects of APB, PDA, and KYN on the b-wave. The b-wave seems to largely
originate in DBCs, as applying APB severely diminishes or even extinguishes the response
(A). However, the HBCs and horizontal cells must serve to shape and limit the response, as
application of PDA + KYN vyields a large positive potential that lasts for the entire duration of
the flash (B). Modified from Sieving et al., 1994.
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specific waveform components (see Figure 4). Based on these results, it can be surmised
that the b-wave is largely driven by DBCs, but is shaped and limited in duration by HBCs
and horizontal cells.
Origins of the d-wave

Upon applying APB and PDA to pharmacologically assess the origins of the d-
wave in macaque retina (Ueno et al., 2006), it appears that both photoreceptors as well as
HBCs combine to drive the positive component of this waveform. More specifically, the
HBC component largely drives the first peak of the d-wave, and the photoreceptors drive
the second peak of this waveform. As expected, the ON pathway hyperpolarizes in
response to a decrement of light. Therefore, the ON pathway does not add to the positive
potential seen in the d-wave, but rather serves to shape the response. See Figure 5 for the

contributions from each of the aforementioned pathways.

Monkey 1 (stimulus: 2.5 log cd/m? )

Figure 5. Effects of APB and PDA on — ]
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OFF pathway (red) in macaque. These 50 ms —— OFF-pathway component
results suggest that the OFF pathway -—v_ (Pshomedin PO
provides the primary source of the

initial portion of the response, with the
photoreceptors providing the latter .

portion of the positive potential, and i
the ON pathway component serves to /
shape the response. From Ueno et al.,
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Origins of the Photopic Negative Response (PhNR)

Appearing as a negative potential after the b-wave (see Figure 3A), the PhNR is a
component of the standard flash ERG that is known to reflect non-linear spiking activity
of the retina, rather than linear activity like that which drives the a-, b-, and d-waves. As
shown in macaque retina (Viswanathan, Frishman, Robson, Harweth, & Smith, 1999),
the PhNR was severely reduced or eliminated in response to increment flashes when the
retina was subject to tetrodotoxin (which blocks spiking activity) or experimental
glaucoma (which lowers the functionality of the RGCL), though the a- and b-wave
components remained unchanged. These authors therefore concluded that the RGCL
likely drives this response, though its timing suggests that it may be mediated by glial
cells. A reduction in the PhNR of human glaucoma patients provides further evidence
that the RGCL is likely to be the source of this response (Preiser, Lagreze, Bach, &
Poloschek, 2013), as glaucoma affects integrity of the optic nerve and, consequently, the
RGCL.

Multifocal Electroretinogram (mfERG)

In contrast to the presentation of full-field flashes which yield one holistic
response across the retina, the multifocal electroretinogram (mfERG) offers an alternative
method of assessment that produces localized responses across the retina. To accomplish
this, the mfERG stimulus consists of a 23° x 23° hexagonal array whose spatial and
temporal properties seek to equalize the degree of cone stimulation as a function of
eccentricity. Spatially, the hexagons are centered on the fovea and stretched by a factor
that reflects the variations in cone receptive field density across the central retina, which

seems to be optimized when the stretch factor is adjusted based on the specific recording



equipment and parameters being used for that session (Poloschek & Bach, 2009).
Temporally, the flashes of the individual hexagons follow an m-sequence, a
pseudorandom order of presentation that maximizes the signal-to-noise ratio for these
localized responses while ensuring that they remain uncorrelated across various regions
of the retina (Sutter & Tran, 1992). The localized responses from each hexagon exhibit
highly similar response characteristics of those seen in a full-field flash ERG response,
but seem to vary somewhat depending on whether ON responses, OFF responses, or an
addition of the two is being assessed (Rodrigues, da Silva Filho, Silveira, & Kremers,
2010). Although the mfERG has been shown to be useful in a variety of contexts, all of
the responses to be investigated in this work are ones which represent the holistic
response of the retina; therefore, the mfERG will not be employed.
Overview of the Pattern Electroretinogram (PERG) Response

In addition to the early stages of retinal processing, the ERG is also capable of
reflecting the later processes that take place primarily in the RGCL. Instead of a uniform
flash of light, the PERG utilizes a spatial stimulus, typically a checkerboard or grating
pattern, which reverses in contrast. Half of the stimulus displays an increment of light as
the other half displays a decrement of light, yielding no change in net luminance as the
polarities of each section reverse simultaneously. Since the responses to increment and
decrement flashes of light are primarily reflective of large graded potentials, it is thought
that these signals linearly cancel via simultaneous stimulation of early retinal ON- and
OFF-retinal pathways. Due to this cancellation of larger linear potentials of opposite
polarities, the smaller remaining response is understood to represent remaining non-linear

spiking activity, which primarily originates in the RGCL.
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Current source density (CSD) analysis has shown that even the precise sources
and sinks of the retinal currents evoked differ based on whether the stimulus is a uniform
flash of light or a contrast-reversing pattern, implying that the PERG generates a different
bioelectric field. For instance, the predominant source-sink pair for the flash ERG seems
to be in the distal half of the retina, whereas the predominant pair for the PERG appears
to be in the more proximal half of the retina near the nerve fiber layer (Baker, Hess,
Olsen, & Zrenner, 1988). Additionally, the differences between the fields imply that the
PERG dipole is likely orthogonal to the eye axis, whereas the flash ERG dipole seems to
be relatively coaxial (Chou & Porciatti, 2012), further distinguishing the responses to
these two kinds of stimuli. These results from various CSD-based analyses are in
alignment with the aforementioned understanding that the flash ERG response is largely
representative of the earlier, linear retinal processes that generally originate in the
photoreceptors and bipolar cells (Evers & Gouras, 1986; Stockton & Slaughter, 1989;
Ueno, Kondo, Niwa, Terasaki, & Miyake, 2004), whereas the PERG represents the non-
linear activity of the retina which primarily originates in retinal ganglion cells and
amacrine cells. Further explanation and evidence of the PERG response origins are
discussed in detail later in this dissertation.

Standards for Recording and Analyzing the PERG Response

Although there are numerous variations of the methods used to record the PERG
response, the International Society for Clinical Electrophysiology of Vision (ISCEV) sets
the standards for both clinical and research-based recordings. Since these standards are
re-evaluated and updated every five years, the specifications from the most recent update

(Bach et al., 2013) are referenced in this review.
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Stimulus Presentation. The standard stimulus for the PERG is a black and white
checkerboard that reverses in contrast, resulting in the simultaneous transition of black
checks to white checks and white checks to black checks. Each check is 0.8° x 0.8°
(+0.2° on each side), with the entire stimulus field being approximately 15° x 15° (£3°
for each side). A high contrast level between the white and black checks is ideal, with the
minimum acceptable level being 80%. Contrast is to be measured based on the difference
between the luminance values of the light and dark checks, which is most appropriately
determined by the formula for Michelson contrast due to the patterned nature of the
stimulus.

Additionally, the PERG should be recorded under photopic conditions, with the
white checks being no dimmer than 80 candelas per meter squared (cd/m?). For transient
recordings, where the entire response to a contrast reversal is completed before another
contrast reversal occurs, the checks should reverse at a rate of 4.0 = 0.8 reversals per
second (rps). For steady-state recordings, the response to a contrast reversal has not fully
completed before another reversal occurs. In these cases, ISCEV recommends using the
higher reversal rate of 16 + 3.2 rps. For all PERG recordings, regardless of reversal rate,
it is imperative that eye movements are minimized, which is accomplished by the
placement of a fixation point in the middle of the stimulus. It is also necessary for the
subject to see the stimulus clearly. Therefore, ISCEV maintains that the eye should not be

dilated, and any optical correction necessary to attain a clear image should be employed.
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Amplitude [uV]

Key Components of the Waveform. The prominent waveform components in a
PERG response vary based on whether it is a transient or a steady-state recording. In
transient recordings, the waveform can be separated into individual components, whereas
steady-state recordings only allow for holistic analysis. For this reason, only specific
components of the transient waveform will be discussed here. The standard, transient
PERG in human is composed of three main components (Figure 6). The first is a small
negative wave that occurs around 35 ms after the beginning of the response, and is
therefore termed N35. The next component is known as P50, as it is a larger, positive
component that occurs approximately 50 ms after the onset of a pattern reversal. This
portion of the response is the most commonly-assessed waveform component. After P50,
a large negative component follows, occurring at approximately 95 ms into the response,
and is therefore termed N95. Although N35 is sometimes used as a reference point, it is
primarily P50 and N95 that have been of greatest interest to researchers and clinicians
using the PERG, and are therefore much more frequently reported. It should be noted that
the preferred name of each component tends to differ with species.
] P50 Figure 6. Transient PERG
5 1t ) Waveform Components. The
| | transient PERG waveform
1 consists of 3 key components:
| Am;ﬁfu - Amzﬁfu " N35 (a negative potential
occurring at approximately 35 ms
after stimulus onset), P50 (a
positive potential occurring at
approximately 50 ms after
stimulus onset), and N95 (a
negative potential occurring

approximately 95 ms after
stimulus onset). Modified from

TT T T P T T T P [T T YT P T T TP [P T P TP T 11T
100 200

Time [ms] Bach et al., 2013.

o
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Analyzing the PERG Response. For transient responses, both amplitude and time-
to-peak (also known as implicit time) are to be reported for each waveform component of
interest. N35 is not currently of clinical interest and there is no standard for assessing its
amplitude. However, P50 amplitude is commonly measured, and extends from the trough
of N35 to the peak of P50. (If N35 is not readily apparent, the measurement is simply
made from the average baseline of the response to the peak of P50.) Similarly, N95
amplitude is to be measured from the peak of P50 to the trough of N95. (See Figure 6 for
amplitude measurements.) For any waveform component, the implicit time can be
measured in milliseconds from the onset of the response to the peak or trough of that

component.

2 Hz PERG 8.3 Hz PERG

0O 100 200 300 400 500 0 60 120 180 240

Time (ms) Time (ms)

Figure 7. Comparison of Transient and Steady-State Responses. Transient responses are
shown on the left, from a stimulus that was reversing at 2 Hz (4 rps). Steady-state responses
are shown on the right, from a stimulus that was reversing at 8.3 Hz (16.6 rps). Note that P50
and NO95 are distinguishable in the transient responses, but that only key positive (P) and
negative (N) peaks can be identified in the steady-state responses due to the difference in
morphology. These responses are recorded from non-human primates, but show the same
morphological markers as those found in human. From Luo & Frishman, 2011.
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For steady-state PERG responses, the phase shift of the response relative to the
stimulus and the amplitude of this response should both be measured by assessing the
second harmonic after the waveform has been subject to Fourier analysis. If phase shift is
reported instead of implicit time, it should be specified as to whether the phase shift is
increasing or decreasing with implicit time. Since the morphology of a waveform
response to a steady-state stimulus is different from that of a transient waveform,
attempts to identify individual components of steady-state responses are discouraged.
(See Figure 7 for a comparison of transient and steady-state response morphology.)

Cellular Origins of the PERG Response
Contributions from Retinal Ganglion Cell Layer (RGCL)

As previously mentioned, the PERG is thought to be primarily driven by the
RGCL. Much of the support for this theory comes from animal models and human case
studies that compare PERGs in healthy subjects and those with damage to the RGCL. For
example, PERG responses were measured in each eye of an adult man who had
undergone a surgically-induced unilateral optic nerve section 30 months prior to
recording (Harrison, O'Connor, Young, Kincaid, & Bentley, 1987). Because the optic
nerve of one eye had been severed, retrograde degeneration resulted in RGC death in that
eye by the time these recordings were made, but the eye was understood to be otherwise
unaffected. This expectation was supported by the observation that there were no
significant differences in flash ERG response between the two eyes. In contrast, the
PERG was severely reduced in the eye that had experienced the optic nerve section
relative to the eye that was still fully healthy, indicating that a significant portion of the

response must rely on the functional integrity of the RGCL (Harrison et al., 1987).
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Similarly, the PERG has also been assessed in various animal models of optic
nerve sections. In cats, optic nerve sections tend to result in a PERG response that
gradually decreases when recorded over a period of months after the surgery (reflecting
the RGC degeneration) until it plateaus at a very low-amplitude response once RGCs are
no longer functional (Tobimatsu, Celesia, Cone, & Gujrati, 1989; Vaegan, Anderton, &
Millar, 2000). Other work in cat has found that the PERG is extinguished entirely only 4
months after optic nerve section, when most (but not all) of RGC functionality is thought
to be lost (Maffei & Fiorentini, 1981). Each of these three studies has also shown that the
flash ERG responses were unaffected by the section of the optic nerve, which indicates
that earlier retinal layers are minimally affected (if at all) and corroborates the
aforementioned case study in human. Despite the discrepancy in the exact degree of
PERG amplitude reduction between studies, it still seems to be clear that the functionality
of the RGCL plays a vital role in driving the PERG response in cat.

Although cats have been some of the most commonly-studied animals for
observing the effects of optic nerve section as they pertain to the PERG response, these
effects have been investigated in other animal models as well. Rats, for example, also
showed a greatly diminished PERG response four months after optic nerve section,
suggesting that they too are highly (but not fully) dependent on the integrity of the RGCL
(Berardi, Domenici, Gravina, & Maffei, 1990). In pigeon, however, the PERG amplitude
decreased immediately following the section, but then gradually returned to normal
amplitude within 24 weeks. Therefore, the PERG response in pigeon must not be
generated from the RGCL, indicating that the pigeon may not act as a proper model of

the PERG response in human (Blondeau, Lafond, & Brunette, 1987).
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Figure 8. Reduction of the PERG Response after Optic Nerve Crush. Individual PERG
responses from 4 mice both before an optic nerve crush (black lines), as well as 39-42 days
after an optic nerve crush when RGC degeneration had taken place (red lines). Although the
PERG responses were severely reduced after RGC degeneration from the optic nerve crush, the
flash ERG responses remain unchanged (insets in upper right corner of each graph). This acts
as further confirmation of an RGC origin for the PERG response since those were the only cells
affected from the crush, and only the PERG was reduced while the flash ERG (which reflects
earlier retinal processes) was unaffected. From Miura et al., 2009.

Similar to the uses of optic nerve section reported above, optic nerve crush has
been used in mice for the same purpose of examining the dependence of PERG responses
on the RGCL. Instead of severing the optic nerve as in the case of a section, an optic
nerve crush involves literally a crushing pressure on the exposed optic nerve, typically
with a blunt instrument. Like the optic nerve section, this procedure results in the atrophy

of the RGCs, but leaves all other retinal functioning intact. When PERG responses are
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recorded from mice who have experienced optic nerve crush, the result is generally a
severe and irreversible reduction in PERG amplitude, though some mice have shown that
the response is eliminated entirely (Chou, Park, Luo, & Porciatti, 2013; Miura, Wang,
Ivers, & Frishman, 2009). Post-crush PERG responses and flash ERG responses are
compared in Figure 8, which shows the expected finding of a reduction in PERG
amplitude and an unaltered flash ERG response. In summary, these studies across various
species show that an intact and functional RGCL is required to produce the PERG
response.
Contributions from the ON and OFF Pathways

Two of the most fundamental visual pathways are the ON and OFF pathways,
each of which begins at the bipolar cell layer of the retina and continues on through the
cortex. As previously described, the ON pathway is excited by increments of light, while
the OFF pathway is excited by decrements of light. Because these differential excitatory
responses can be seen in the RGCL of the retina, it is important to understand the
weightings of each of their contributions to the PERG response since there are equal
degrees of local luminance onsets and offsets at any given time in viewing the PERG
stimulus. This question has been addressed most directly through the use of animal
models in which the ON and OFF pathways can be assessed separately via
pharmacological manipulation.

As shown in Figure 9, mice were injected with APB to block the synapses
between ON-bipolar cells and photoreceptors (blocking the ON pathway for all stages of
processing), and PDA to block signal transmission to OFF-pathway bipolar cells and all

RGCs (blocking the OFF pathway for all of the following levels of processing). When
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APB was applied, the mouse PERG response no longer exhibited a P1 component
(equivalent to the P50 component in human), indicating that the ON pathway is a key
source of the P1 component in mouse. An application of tetrodotoxin (TTX), which
blocks all spiking activity, followed the APB application, which led to the abolition of the
N2 component (equivalent to the human N95) that had previously been isolated from
APB. When PDA was applied alone in a different group of mice, both the P1 and N2

components were severely reduced. Taken together, these results suggest that the ON
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pathway acts as the primary origin of the P1 response, whereas the OFF pathway seems
to contribute to both the P1 and N2 response in mouse (Miura et al., 2009).

Some differences were found when these drugs were applied in macaque (Luo &
Frishman, 2011). When APB was applied alone, both the P50 and N95 components were
reduced to half of their original amplitudes, indicating that the ON pathway must
extensively contribute to the overall response. Upon the application of PDA alone, N95
was eliminated, but P50 amplitude was increased, suggesting that the OFF pathway
drives the N95 response and limits the P50 response in this model. Spiking activity was
also shown to play a key role in generating the transient PERG response, as TTX
eliminated the reduced, but present P50 seen in those monkeys who served as models for
experimental glaucoma. Given these findings, the authors conclude that while the ON and
OFF pathways must contribute to the transient PERG response components somewhat
differently, they seem to be of approximately equal weighting in regards to each of their
levels of contribution to the holistic response amplitude in non-human primate.

In steady-state PERG responses recorded in this same study, application of APB
severely reduced response amplitude to the point of nearly extinguishing it. Applying
PDA to healthy animals seemed to generally increase the amplitude of the steady-state
PERG, though these results were somewhat inconclusive given that it actually decreased
response amplitude for one of the macaques tested. While TTX did not fully eliminate the
steady-state PERG response, it drastically decreased it in each of the animals tested.
When these three resulting responses from different pharmacological manipulations are
considered together, they imply that steady-state PERG responses in non-human primate

are largely driven by the ON pathway with relatively little contribution from the OFF
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pathway. Further, retinal spiking activity seems to be a significant component of the
steady-state PERG response, just as it did in the transient PERG response (as detailed in
the previous paragraph).
Stimulus Factors that Affect the PERG

Pattern Type

Although the standard for PERG recordings is a square-wave reversing
checkerboard (Bach et al., 2013), any patterned stimulus that reverses in contrast and
maintains a constant net luminance with light and dark portions equally distributed
throughout the stimulus is satisfactory to record a PERG response. Therefore, the effect
of varying pattern type has been explored by multiple studies. One way in which this has
been investigated was through the comparison of checkerboard and grating stimuli,
though this has yielded conflicting results. In one of the key early studies to make this
comparison, PERG responses elicited from square-wave checks and square-wave stripes
of the same spatial frequency were found to be equal in amplitude, implying there was no
effect of changing the pattern type (Armington, Corwin, & Marsetta, 1971). However,
when a later study compared square-wave checks to both sine- and square-wave gratings,
the checks consistently elicited a larger response in both human and pigeon subjects
(Vaegan & Arden, 1987). These two examples represent a general debate of the effects of
pattern type that still continues in the literature today.
Temporal Frequency

Another element of the PERG stimulus that can affect its respective response is
the rate at which the contrast reverses, known as the temporal frequency (TF). One way

in which the response is affected is through the frequently-demonstrated trend of

21



response amplitude changing as a function of TF. Although there is clearly an effect of
TF on PERG response amplitude, reports vary as to exactly how the response changes
with reversal rate. One of the major disputes in the literature is the number of peaks seen
in the curve derived from amplitude plotted as a function of TF. Some reports give
evidence for one peak at a somewhat lower TF (Berardi et al., 1990; Berninger &
Schuurmans, 1985; Brannan, Bodis-Wollner, & Storch, 1992; Heine & Meigen, 2004;
Siegel, Marx, Bodis-Wollner, & Podos, 1986), whereas others have found two different
peaks, with one being a lower TF and the other being a higher TF, with a dip in amplitude
occurring between the two peaks (Falsini & Porciatti, 1996; Hess & Baker, 1984; Odom,
Maida, & Dawson, 1982; Porciatti & Sartucci, 1996).

Within those reports that have provided evidence for only one peak TF, the exact
TF of that peak varies somewhat. Animal models have also been included in these
reports, but their use as models seem valid as their peaks fall in the same TF range as
those reported from human subjects. In rat, the peak seems to be between 8 and 12 rps
(Berardi et al., 1990), and in macaque, it is reported to be 12 rps (Siegel et al., 1986). In
humans, there is slightly higher variability, as reported peaks have consisted of
approximately 4.8 rps (Brannan et al., 1992) and 11.1 — 16.2 rps (Heine & Meigen,
2004), while another report indicates a peak of 10 rps that occurred for N95 only, with no
peak shown in P50 (Berninger & Schuurmans, 1985). As previously mentioned, transient
responses are known to be elicited from stimuli that reverse at lower TF rates, while
steady-state responses result from higher TF rates (Sokol, Jones, & Nadler, 1983). Since

these peaks fall within a range that includes both higher TFs of the transient range and
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lower TFs of the steady-state range, they do not provide a reliable consensus as to
whether transient or steady-state stimuli might elicit larger responses.

Similarly, the results that indicate two peaks in human responses show some
variability, as well. Some reports indicate a first peak of very low TF, up to 4 rps, and a
second peak of slightly higher TF, being in the range of 8-16 rps (Hess & Baker, 1984;
Odom et al., 1982). Others, however, indicate that both peaks occur at higher TFs, with
the first peak being in the range of 12 — 24 rps and the second peak in the range of 32-40
rps, and an absolute cutoff between 50 and 60 rps (Falsini & Porciatti, 1996; Porciatti &
Sartucci, 1996). It is possible that this variability (both regarding the number of peaks
reported as well as the discrepancies as to what those peaks may be) might be related to
the fact that these studies used very different ranges of spatial frequencies in their stimuli,
as there is a growing body of evidence that suggests the presence of an interaction
between TF and spatial frequency (Berninger & Schuurmans, 1985; Heine & Meigen,
2004; Hess & Baker, 1984; Siegel et al., 1986).

Spatial Frequency

Although the effect of spatial frequency on the PERG has been investigated in a
large number of studies, there is a high degree of variability across the many results.
While most investigations have yielded some degree of spatial tuning (defined as
amplitude change as a function of spatial frequency), some failed to find any effect of
spatial frequency whatsoever. This complete lack of spatial tuning was found both in
human, at a reversal rate of 3 rps (Kirkham & Coupland, 1983), and in pig, at a reversal
rate of 8 rps (Janknecht, Wesendahl, Feltgen, Otto, & Bach, 2001). However, Janknecht

and colleagues noted that their results in pig may not have been indicative of a true lack
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of spatial tuning, as the data showed a high degree of variability and generally low
amplitudes under most conditions. Since this only leaves one known study to date that
has failed to find spatial tuning, it is highly possible that the spatial frequency of a
stimulus does have at least a minimal effect on the PERG response.

Other studies have found a minor effect of spatial tuning, albeit only under certain
conditions for some. For instance, Armington and Brigell (1981) found that lower to
middle spatial frequencies showed no difference in amplitude, but that increasing the
spatial frequency (up to a maximum of 5.46 cycles per degree [cpd] for this study) did
result in a slight reduction in amplitude. Similarly, a later study (Bach & Holder, 1996)
found that amplitude decreased monotonically with increasing spatial frequency past
approximately 2 cpd, which was true for both the standard 15°%15° stimulus field as well
as the larger 30°x30° stimulus field. Both of these studies evaluated the effects of spatial
frequency at transient TFs. However, when spatial tuning was investigated across three
different TFs, it was only found to be present at the higher two reversal rates (7.5 and 15
ps), but not at the lowest rate tested (1.88 rps) (Sokol et al., 1983). Therefore, the
specific TF chosen may play a pivotal role in determining the degree of spatial tuning
seen in the response.

Despite those accounts documenting little to no spatial tuning being present in the
PERG response, many others have found spatial tuning consistently across a range of
different conditions. Some of these results indicate similar findings to those from Sokol
and colleagues (1983) in that amplitude is shown to monotonically decrease as spatial
frequency increases (Armington et al., 1971; Korth, 1983). Similarly, a low-pass function

has also been found in rat (Berardi et al., 1990). Perhaps the most common finding has
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been that the human spatial tuning curve is actually bandpass (Arden & Vaegan, 1983;
Porciatti et al., 1989; Thompson & Drasdo, 1989), though these reports do not show a
widespread agreement as to where the peak of this function occurs. Despite this
variability of peak spatial frequency, when a bandpass nature of the PERG’s spatial
tuning is seen, it appears to be independent of contrast, luminance, or temporal frequency
(Hess & Baker, 1984). In addition to the claims of the function being potentially low-pass
or bandpass, there is also some evidence to suggest that the PERG response amplitude
increases with spatial frequency (Leguire & Rogers, 1985), though most findings would
disagree with this report.

In addition to the variability regarding the degree of spatial tuning present, there is
also some variability regarding the potential interaction between transient waveform
components (P50 or N95) and spatial tuning. When the trends between the two waveform
components differ, it seems that P50 shows limited spatial selectivity that is only present
under low-contrast conditions (Korth & Rix, 1985), or no spatial tuning at all (Berninger
& Schuurmans, 1985; Wu, Armington, & Reeves, 1992). However, N95 appears to be
consistently spatially tuned when evaluated independently (Berninger & Schuurmans,
1985; Korth & Rix, 1985; Wu et al., 1992). A wide-scale review of this literature echoed
this trend, and suggested that steady-state recordings would also be more likely to show
spatial tuning than would transient responses. Therefore, while there is some discrepancy
as to the exact shape of the spatial tuning curve, it does appear that any spatial tuning

present is likely to vary with the precise stimulus parameters used.
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Contrast

Contrast level between the dark and light checks in the PERG stimulus has been
varied extensively to evaluate its effect on the PERG response, yielding a widespread
consensus that PERG amplitude increases monotonically with contrast (Arden & Vaegan,
1983; Korth, 1983; Leguire & Rogers, 1985; Thompson & Drasdo, 1989). However, it
appears that this increase does not begin until contrast exceeds 1 — 20% (Hess & Baker,
1984). This effect of contrast does not seem to hold when hemifield stimuli are
compared, regardless of whether they are nasal/temporal or superior/inferior (Katsumi,
Tetsuka, Mehta, Tetsuka, & Hirose, 1993), though further investigation will be necessary
to confirm this. Since the relationship between the standard PERG and contrast is so
robust, it is imperative to maximize stimulus contrast so that the already-small response
amplitude can be maximized, as well. It should also be noted that bright ambient lighting
can lead to a decrease in contrast at the level of the screen itself, indicating that the PERG
should be recorded under lower photopic conditions to obtain the strongest and most
reliable responses (Bach & Schumacher, 2002).

The effect of adapting to the PERG stimulus has also been assessed at various
contrast levels in an effort to understand how it may potentially affect PERG amplitude,
though the literature does not seem to show a strong consensus on this issue. Upon
watching a steady-state PERG stimulus at 99% contrast, it was found that the amplitude
continuously decreased over time, an effect which was not found when the contrast was
lowered to 25% (Porciatti, Sorokac, & Buchser, 2005). In opposition to this finding, the
presentation of the PERG with swept contrast changes (where the contrast is either

continuously increasing or decreasing within a single presentation) had no effect on the
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PERG contrast threshold, regardless of the direction of the sweep (Brigell, Peachey, &
Seiple, 1987). Although these results would imply that adaptation was not taking place, it
may be the case that adaptation to the PERG is possible, but only over a prolonged
viewing period.

An interaction between contrast and spatial tuning has also been suggested by
some investigations. Generally, spatial selectivity seems to be more prevalent when
stimuli are of higher contrast levels, with lower contrast levels showing little to no spatial
selectivity (Korth & Rix, 1984; Sokol et al., 1983; Tetsuka, Katsumi, Mehta, Tetsuka, &
Hirose, 1992), though some evidence points to this only being the case for P50, with N95
showing spatial selectivity at all contrast levels (Korth & Rix, 1985). Contrast sensitivity
functions (CSFs) have also been evaluated in the PERG, and have been compared to
those determined psychophysically. When plotted as a function of spatial frequency, the
PERG CSF peaked at a lower spatial frequency relative to the traditional psychophysical
CSF (Peachey & Seiple, 1987). Using the PERG to determine one’s CSF has therefore
been shown to be a valuable tool to evaluate one’s retinal contrast sensitivity rather than
one’s cortical contrast sensitivity, which is likely to be reflected in the psychophysical
CSF.

In addition to interacting with spatial frequency, the effects of contrast also seem
to have an interaction with temporal frequency. The first demonstration that the contrast
transfer function (CTF), which plots amplitude as a function of contrast, changes in shape
when temporal frequency is altered was shown by Zapf and Bach (1999). Their data
indicated that below approximately 7 rps, the CTF increases linearly with contrast.

However, as temporal frequency increases, their data indicate that the CTF becomes
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increasingly exponential. To further investigate this trend, another study evaluated the
CTF with an even larger range of stimulus parameters that also added the use of a
linearity index (Ben-Shlomo, Bach, & Orfi, 2007). Upon doing so, it was found that the
linearity index value (where 1 = completely linear and 0 = a step function) generally
decreased as temporal frequency increased. Additionally, these authors demonstrated that
the stimulus could be reversed at rates of up to 10 rps before the CTF began decreasing in
linearity. Together, these studies indicate the importance of acknowledging temporal
frequency when comparing results from stimuli that differ in contrast.
Luminance versus Contrast Origins of the Response

Much of the reason that the PERG response is thought to be primarily contrast-
based is due to the lack of net change in luminance across the stimulus. Because
increments in luminance are consistently occurring to the same degree and at the same
rate as decrements in luminance, the expectation is that the linear ON activity will
average with the linear, and opposite, OFF activity to yield a null result for these earlier
levels of processing, leaving only contrast-based activity to be recorded. One can test this
hypothesis by modeling the PERG response using increment and decrement flashes.

Modeling the PERG response from flash ERG responses was first tested by Arden
& Vaegan (Arden & Vaegan, 1982), who summed increment and decrement responses
and compared the result to the standard PERG response in humans. The summed
response was consistently larger than the PERG response across an extensive range of
local background luminance. Later, this same principle was applied to the macaque
retina, both in healthy animals and in those which had been established as models of

experimental glaucoma (Viswanathan, Frishman, & Robson, 2000). Increment and
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decrement responses were halved and then summed to create PERG simulations in this
study, so as to account for the fact that only half of the stimulus field is displaying an
increment or decrement in the actual PERG stimulus at any given time. These results
indicated that for both healthy and glaucomatous animals, the simulated PERG seemed to
accurately represent the implicit times of both P50 and N95 of actual PERG responses
from stimuli recorded at the lowest spatial frequency of 0.1 cpd, but then showed
increasing delay with increasing spatial frequency (other tested spatial frequencies
included 1.5 and 3 cpd). For all spatial frequencies, however, the amplitude of the
simulation exceeded that of the actual PERG response.

More recently, PERG simulations have been carried out with human data using
this same model of halving and then summing increment and decrement responses
(Simpson & Viswanathan, 2007). In human, it was shown that the model was able to
accurately reflect the waveform of the actual PERG response, and with no more
variability than that which was found in those actual PERG responses. However, the
PERG responses that were modeled only accounted for a very limited set of possible
parameters, namely a 42°%32° grating (which is much larger than the standard 15°%15°
checkerboard) and a spatial frequency of either 0.04 or 1 cpd, reversing in contrast at a
rate of 2 times per second. Since this work, this same model has been expanded for use
across four different temporal frequencies (2, 4, 6.2, and 16.6 rps) in macaque so as to
test the accuracy of both transient and steady-state simulations (Luo & Frishman, 2011).

Results of this further testing indicated that in non-human primate, both the
implicit time and the amplitude of the P50 component of the simulation were

significantly different from the implicit time and amplitude of the P50 component from
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the PERG response, whereas there were no differences in either of these measures
between the simulation and PERG response for the N95 component (Luo & Frishman,
2011). Therefore, it may be the case that changes in temporal frequency affect the
accuracy of the model differently for these two waveform components, though this has
not yet been confirmed in humans.

Conversely, previous evidence in cats has shown that spatial frequency, which is a
measure of the size of the elements in the stimulus, may determine whether the response
is more luminance- or contrast-driven, as finer patterns yielded a contrast-based response
while coarser patterns yielded a luminance-based response (Tobimatsu et al., 1989).
Regardless of the exact degree to which luminance and contrast each drive the PERG
response, though, it is clear that the resulting waveform from a patterned stimulus is
much smaller and somewhat different in morphology relative to the resulting waveform
from a uniform flash of light. Therefore, the PERG must reflect characteristically
different activity than that of a flash ERG, even if the exact relationship between the two
responses and their respective origins is still unknown.

Application of the PERG in Disease States

Since the PERG is useful in clinical contexts, it is necessary to understand how
each of the various diseases that have been documented specifically affects the PERG
response in order to increase the response’s diagnostic value, as well as the accuracy with
which one may use the PERG to monitor disease progression. Despite the clear benefits of
examining PERG responses from clinical populations, it can be difficult to study an
isolated disease in human patients since there are often comorbidities present. Additionally,

the same disease can show a high degree of variability in its effects across a single patient
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base, making it difficult to compare results across subjects, and particularly across studies.
Because of these constraints, animal models of diseases affecting the PERG can also be
extremely valuable when assessing the ways in which this response is affected within a
specific clinical context. Therefore, several of the more common disease states that can
employ PERG for diagnostic and/or monitoring purposes have been investigated in both
human and animal models, which are both discussed in more detail below.
Ocular Hypertension

Ocular hypertension (OHT), a condition in which the eye experiences unusually
high intraocular pressure but does not immediately cause damage to the optic nerve, is a
major marker in identifying glaucoma suspects. Because of this, OHT is carefully
monitored by ophthalmologists, which may include the use of PERG recordings since it
typically affects the integrity of the RGCL. When OHT was induced unilaterally via laser
in a rat model, the PERG amplitude (measured from the peak of P1 to the trough of N2,
parallel to the human N95 amplitude) was reduced by approximately 45%, which was
correlated with the degree of loss of RGCs (Ben-Shlomo et al., 2005). These data mimic
the changes seen in the human PERG response recorded from OHT patients, as PERG
amplitudes in OHT patients have been shown to be consistently lower than those of healthy
controls in response to steady-state patterns (Falsini et al., 2008; Ventura, Golubev, Feuer,
& Porciatti, 2010).

Transient PERG responses have also been informative in human OHT patients, as
they have allowed for the evaluation of specific waveform components independently. For
instance, one investigation found no change in N95 amplitude, but did find a negative

correlation between intraocular pressure and P50 amplitude. Since retinal nerve fiber layer
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(RNFL) thickness (which decreases with RGC death) was not correlated with P50
amplitude, however, these data suggest that the changes seen in the PERG may represent
a lowered functionality of the RGCs due to higher intraocular pressure rather than actual
RGC death (Uva et al., 2013). These conclusions are further strengthened by the
observation that transient changes in intraocular pressure can lead to temporary, reversible
decreases in PERG amplitude as measured in responses to steady-state patterns (Giuffre,
Falsini, Gari, & Balestrazzi, 2013).

Often, OHT patients are only evaluated using steady-state stimuli since that is the
most sensitive (and therefore the most common) stimulus type used to diagnose and
monitor glaucoma, generally making it more advantageous than transient PERG
recordings. For example, when compared with optical coherence tomography (OCT) and
frequency-doubling technology (FDT) perimetry (two other methods of assessing OHT),
the transient PERG was the least sensitive measure of the three options tested (Cellini,
Toschi, Strobbe, Balducci, & Campos, 2012). Because the transient PERG is not often used
in clinical evaluation of OHT due to its relative lack of sensitivity, further investigation
using transient stimuli for research purposes is needed to definitively show how and to
what extent individual waveform components are affected in the PERG responses of OHT
patients.

Glaucoma

Glaucoma is a disease in which damage to the optic nerve is experienced, with
visual field defects resulting from this damage. Usually, the optic neuropathy seen in
glaucoma is a product of elevated intraocular pressure due to a buildup of aqueous humor

(Foster, Buhrmann, Quigley, & Johnson, 2002). Unfortunately, this disease is highly

32



prevalent, as it currently affects about 60 million people worldwide, and has led to
blindness in about 8.4 million of these individuals (Cook & Foster, 2012). Further,
glaucoma is projected to affect approximately 79.6 million by 2020, with an estimated 11.2
million of those patients becoming blind because of the disease (Quigley & Broman, 2006).
Because the PERG response originates in the RGCL, the PERG has been one tool of use
in predicting, diagnosing, and monitoring glaucoma, as explained in more detail below.

Predicting Glaucoma. One way in which clinicians may use the PERG in the
context of populations at risk for glaucoma is in predicting which glaucoma suspects are
most likely to later develop the disease. Although there is some debate as to whether or not
the PERG is a useful measure of glaucoma prediction, a review of the literature pertaining
to the PERG as a predictive tool found that it was generally useful in detecting damage
from RGC loss (often indicating early glaucoma) before any deficits were noticeable in
one’s visual field (Bach & Hoffman, 2008). One way in which this investigation has been
furthered since the time of the aforementioned review is through the comparison of the
PERG against three different forms of perimetry that are also known to be used to diagnose
and monitor glaucoma. All tools yielded a similar level of accuracy of glaucoma diagnosis
with the exception of FDT perimetry, which yielded a slightly higher diagnostic accuracy.
Despite this difference, the authors explicitly note that the PERG is not to be discounted
since it is a more objective measure of RGC functionality given that it does not rely on
behavioral responses (Tafreshi et al., 2010).

Following this study, the PERG was assessed longitudinally for its ability to predict
which patients with OHT would progress to a diagnosis of glaucoma within four years.

More specifically, the clinical utility of evaluating the PERG response from a single visit
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was compared to that gained from multiple visits over time. While the PERG was indeed
found to successfully predict which patients would develop glaucoma, trends acquired
from multiple visits did not lead to significantly more predictive power than did the data
from a single visit (Bode, Jehle, & Bach, 2011), which suggests that one recording session
yields a sufficient amount of data to predict the development of glaucoma.

In addition to knowing how much data is needed to predict this disease, it is also
pertinent to recognize characteristic differences between those who may develop glaucoma
and those who are already in its early stages. To establish what differences should be
expected, PERG responses from glaucoma suspects were compared to those from patients
with early primary open angle glaucoma. Both groups showed an increase in N95 implicit
time, but only early glaucoma patients showed a decrease in N95 amplitude, indicating that
changes in implicit time may be characteristic of RGC dysfunction while changes in
amplitude may be characteristic of cell death (Jafarzadehpour, Radinmehr, Pakravan,
Mirzajani, & Yazdani, 2013). Although these data all exemplify the PERG’s ability to
predict which glaucoma suspects will experience progression to the disease itself, it is still
unclear if the PERG is equally able to predict the progression of severity past disease onset
(Ventura, Golubev, Feuer, & Porciatti, 2013).

Simulated and Experimental Glaucoma. Efforts to isolate the origins of the PERG
response in glaucoma have often led to simulated and experimental models of the disease,
since these allow for more highly- and uniformly-controlled conditions. In human,
healthy control populations can be used to produce results that simulate those of
glaucomatous patients by altering the stimulus to mimic what a patient would see. Upon

reducing the contrast, luminance, clarity and area of the stimulus to simulate conditions
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experienced in glaucoma, Porciatti and Ventura (2009) reported that the amplitude and
implicit time of the PERG were independently affected in their data. Therefore, these two
measures most likely represented two different aspects of RGC activity. The previously-
discussed results of Jafarzadehpour and colleagues (2013) seem to provide further
support for this idea within an actual clinical population, indicating both that the
simulation was probably an accurate representation of the PERG response in glaucoma,
and that amplitude and implicit time may well reflect independent processes.

Animal models can also be useful ways to explore the effects of glaucoma on the
PERG, with one of the most useful models being the macaque. Two macaque studies
implemented unilateral experimental glaucoma by elevating the intraocular pressure via
laser, and then allowing the resulting OHT to progress into glaucoma. In one of these
studies, the resulting PERG response showed a severely reduced N95 and a moderately
reduced P50 relative to the healthy eye (Viswanathan et al., 2000). The other study,
however, showed that experimental glaucoma completely eliminated both P50 and N95
(Luo & Frishman, 2011). Despite the minor discrepancy regarding the degree of
amplitude reduction, it is clear that the PERG response from the macaque model is
consistently reduced in amplitude when experimental glaucoma is induced in otherwise-
healthy animals. A similar result has been found in a mouse model of glaucoma, which
was monitored over time with disease progression. As expected, the amplitude of the
PERG in mice with experimental glaucoma declined with age until the PERG response
was completely eliminated, showing that the mouse is also a reliable model